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Single-modal Retrieval



What is Multi-modal Retrieval ?
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Images Sentences

?
Main Challenge



What should we care about?
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RNN needs wait the former output. 
• Scalable to Large Datasets 
We evaluate our methods on two large-scale datasets.
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Word2vec

T. Mikolov, K. Chen, G. Corrado, and J. Dean, “Efficient estimation of word representations in vector space,” arXiv:
1301.3781, 2013



Word2vec may learn similar representation for keywords.

The quick brown fox jumps over the lazy dog.

The quick grey fox jumps over the lazy dog.
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CNN model trained on ImageNet is not perfect.



CNN model trained on ImageNet



What should we care about?

• Better Features 
Are the off-the-shelf features good?   No. 
• Faster Inference Speed 
RNN needs wait the former output. 
• Scalable to Large Datasets 
We evaluate our methods on two large-scale datasets.



Instance Loss (Based on an unsupervised assumption)



Instance Loss Definition  

Shared Classifier



Ranking Loss Definition  



Instance Loss + Ranking Loss



What should we care about?

• Better Features 
Are the pretext tasks good?   No 
• Faster Inference Speed 
RNN needs wait the former output. 
• Scalable to Large Datasets 
We evaluate our methods on two large-scale datasets.



CNN+RNN



CNN+CNN: Dual-path Convolutional Neural Network



CNN+CNN: Dual-path Convolutional Neural Network

224 x 224 x 3 1 x Length x Dictionary Size

A child in a pink dress is 
climbing upon a set of 
stairs in an entry way.

1 x 32 x 20074



CNN+CNN: Dual-path Convolutional Network



CNN+CNN: Dual-path Convolutional Neural Network

End-to-End Training: From Raw Input to the Final Objectives



What should we care about?

• Better Features 
Are the pretext tasks good?   No 
• Fast Inference Speed 
RNN needs wait the former output. 
• Scalable to Large Datasets 
We evaluate our methods on two large-scale datasets.



Experiment



Datasets

- Flickr30k:  
31,783 images with 158,915 captions. The average sentence length is 19.6 words 
after we remove rare words.  

- MSCOCO:  
123,287 images with 616,767 captions. The average length of captions is 8.7 after 
rare word removal. 



Convergence
Although we may face large class number, every class has limited samples. 



Flickr30k



MSCOCO



Further Analysis and Discussion



Ablation Study: Ranking Loss + Instance Loss



Ablation Study: K-class Loss vs. Instance Loss



Explainable



Future Works



Possible Approaches

1) Investigate the feasibility of high-fidelity generated samples for 

training. The generated samples could largely enrich the training set.  

2) Mixture of Unsupervised Learning/ Semi-supervised Learning    

3) Domain Adaptation



One last comment



Neural Networks are lazy

The models could easily overfit the datasets. Sometimes adding constraints 
and data augmentation are important to train a robust network. 

Training Neural Networks sometime is tricky, and models will find the short way 
to overfit the objective. If it is difficult to optimise, the two-step learning policy 
could perform well. (Curriculum learning) 



Questions?

The code is available at 


