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CAMeL: Cross-modality Adaptive Meta-Learning

for Text-based Person Retrieval
Hang Yu, Member, IEEE, Jiahao Wen, and Zhedong Zheng, Member, IEEE

Abstract—Text-based person retrieval aims to identify specific
individuals within an image database using textual descriptions.
Due to the high cost of annotation and privacy protection,
researchers resort to synthesized data for the paradigm of
pretraining and fine-tuning. However, these generated data often
exhibit domain biases in both images and textual annotations,
which largely compromise the scalability of the pre-trained
model. Therefore, we introduce a domain-agnostic pretraining
framework based on Cross-modality Adaptive Meta-Learning
(CAMeL) to enhance the model generalization capability during
pretraining to facilitate the subsequent downstream tasks. In
particular, we develop a series of tasks that reflect the diversity
and complexity of real-world scenarios, and introduce a dynamic
error sample memory unit to memorize the history for errors
encountered within multiple tasks. To further ensure multi-
task adaptation, we also adopt an adaptive dual-speed update
strategy, balancing fast adaptation to new tasks and slow weight
updates for historical tasks. Albeit simple, our proposed model
not only surpasses existing state-of-the-art methods on real-
world benchmarks, including CUHK-PEDES, ICFG-PEDES, and
RSTPReid, but also showcases robustness and scalability in
handling biased synthetic images and noisy text annotations.

Index Terms—Text-based person retrieval, Domain-agnostic,
Pretraining, Cross-modality, Meta-learning.

I. INTRODUCTION

TEXT-based person retrieval tasks are closely linked with
pedestrian re-identification [1], [2] and text-image re-

trieval [3], [4], aiming to identify specific individuals within
an image database using textual queries [5]–[10]. With the
development of multimodal technologies and the intuitive
nature of the text, the demand for matching images using
natural language descriptions has been increasingly growing.

Compared to traditional image matching methods [11],
utilizing natural language descriptions as a query not only
simplifies the process of query design, but also enhances
the flexibility and intuitiveness of the search. However, due
to annotation difficulty and privacy issues, acquiring a large
volume of real data for model training is often challeng-
ing [12], [13]. In an attempt to address the data scarcity,
some researchers [14]–[16] have leveraged existing generative
models, such as diffusion models [17], [18], to synthesize
more training image-text pairs. Although involving generated
data facilitates model training, the stylistic biases present
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Fig. 1. Domain biases are observed between the real-world dataset, CUHK-
PEDES (top) [5], and the synthetic dataset, MALS (bottom) [14]. The
visual domain gap includes facial texture defects, resolution differences, and
variations in illumination and color. Text annotations also exhibit bias, with
MALS favoring gerunds such as “standing” and “posing,” while CUHK-
PEDES uses more specific verbs, e.g., “wears.”

in the generated images and textual descriptions often fail
to capture the expected representations, thereby limiting the
generalization capability of the learned model (see Fig. 1).

Why there are visual domain gaps between real and
synthetic data, such as discrepancies in illumination and
color, facial texture defects, and resolution? 1) Challenges in
Reproducing Real-World Illumination and Color Consistency.
Real-world images are characterized by complex and diverse
lighting conditions, including variations in light sources, shad-
ows, and reflections. Additionally, color consistency is influ-
enced by factors such as the color profile of camera, ambient
lighting, and post-processing. Generative models often fail
to fully capture these nuances, leading to discrepancies in
illumination and color. Generated images typically display
uniform or unrealistic lighting, and colors often fail to match
the subtle variations and natural gradients found in real im-
ages. This results in a visual domain gap, where synthetic
images appear less realistic and more artificial. For instance,
synthetic pedestrian images show flat or uniform lighting,
lacking the dynamic shadows and highlights that are typical in
real photographs. Colors in the synthetic images also appear
washed out or oversaturated, failing to replicate the natural
skin tones and environmental colors present in real-world
scenes. 2) Inadequate Modeling of High-Frequency Details
and Textural Variations. Generative models, such as GANs
and diffusion models, often struggle to accurately capture and
reproduce the high-frequency details and textural variations
present in real-world images [19]. This is due to inherent
model limitations and the complexity of natural textures.
The result is that synthetic images usually exhibit artifacts
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such as blurring, smoothing, or unnatural patterns, which
are particularly noticeable in fine-grained regions like skin
and hair. These defects can manifest as inconsistencies in
facial textures, leading to a clear difference between real and
generated images. For example, in some synthetic pedestrian
images, the skin appear overly smooth or exhibits unnatural
blemishes, while hair lacks the fine details and natural flow
seen in real images.

Similarly, we face the textual domain gap in the pedes-
trian descriptions. To mitigate the image generation failures,
such as missing attributes, we typically regenerate captions for
synthesized images using the off-the-shelf captioning model.
It also introduce the textual biases, which can be attributed to
the training data distribution and the way the captioning model
is trained. If the dataset used for training the captioning model
contains a higher frequency of gerunds, the model will learn to
generate captions that reflect this pattern. This is because the
training objective is to minimize the loss function, which often
leads it to reproduce the most common patterns in the training
data. Consequently, the model overfits to the use of gerunds
and fail to generalize well to the more varied and contextually
rich verb usage found in real-world datasets. For instance, if
the training dataset frequently includes images with captions
like “A person standing in front of a building” or “A woman
posing for a photo,” the captioning model will learn to prefer
these gerund forms. In contrast, real-world datasets have more
diverse and specific verb usages, such as “A person wears
a red jacket” or “A woman smiles at the camera.” Besides,
the usage of gerunds in captioning models often simplifies or
generalizes actions, making them easier for the model to learn
and generate. In a real-world dataset, an image of a person
wearing a hat and holding a book is captioned as “A person
wears a hat and holds a book.” The verbs “wears” and “holds”
provide specific and detailed information about the actions. In
a synthetic dataset, the same image could be captioned as “A
person standing and holding a book,” where “standing” is a
more general description of the state.

Considering the domain gap between the real-world data
and generated data, we introduce a domain-agnostic pretrain-
ing framework for text-based person retrieval using Cross-
modality Adaptive Meta-Learning (CAMeL). In particular,
we apply cross-modality adaptive meta-learning strategies to
enable the model to identify and adapt to domain-invariant
factors across different scenarios, significantly improving its
generalization across diverse data environments. Conventional
methods that rely solely on image enhancement techniques,
such as rotation, often fail to ensure effective feature learning
due to the potential for overfitting to specific enhancements,
thereby reducing the model’s ability to recognize unenhanced
images. To address this, we introduce a dynamic error sample
memory unit to store and reuse challenging hard negative
samples, leveraging the fast adaptation and transfer learning
capabilities of meta-learning. This approach enhances the
model’s ability to discern valid combinations of image and
text features, leading to more accurate decisions in similar
future scenarios. For optimization, we further introduce an
adaptive dual-speed update strategy to balance fast adaptability
and precise tuning. Fast updates allow the model to rapidly

adapt to the basic features of new tasks, while slow updates
focus on detailed parameter adjustments, ensuring stability and
performance during long-term training. This enables the model
to generalize effectively even with limited or incomplete text
descriptions, making it well-suited for real-world applications.
In summary, our main contributions are as follows:
• We introduce a Cross-modality Adaptive Meta-Learning

(CAMeL) to facilitate domain-agnostic pretraining for text-
based person retrieval, which mitigates the impact of inherent
domain biases in the generated data.
• For multi-task optimization, we further propose a dynamic

error sample memory unit and an adaptive dual-speed update
strategy to balance the memorization of historical tasks and
fast adaptation to new tasks.
• Extensive experiments show that our domain-agnostic pre-

training framework via CAMeL has achieved a competitive
recall rate on real-world benchmarks, i.e., CUHK-PEDES,
ICFG-PEDES, and RSTPReid, surpassing existing methods.
Even for the ill-posed text query, i.e., missing several words,
the proposed method still yields robust retrieval performance.
The paper is organized as follows. Section II introduces

some related works. Section III describes the domain-agnostic
pretraining in detail. Section IV discusses the experiment
results conducted on some commonly used datasets. Section V
concludes the paper and offers suggestions for future work.

II. RELATED WORK

A. Text-to-Image Person Retrieval

Using natural language descriptions for person retrieval is
more practical than relying solely on image or attribute
queries. Li et al.first propose text-to-image person retrieval
and have created the large-scale descriptive dataset CUHK-
PEDES [5]. With technological advancements and the di-
versification of application scenarios, researchers face chal-
lenges in accurately understanding and matching the complex
relationships between textual descriptions and images. To
advance retrieval technology, more complex datasets, such as
ICFG-PEDES [20] and RSTPReid [21], have been introduced.
The evolution from initial methods focusing on basic feature
extraction (e.g., the GNA-RNN model for cross-modality
data management [5]) to the current adoption of cross-modal
attention mechanisms [22], [23] and deep learning frame-
works [24] marks a significant transition. The introduction of
attention mechanisms, particularly those utilizing human pose
information to locate discriminative regions [25], facilitates
multi-granularity feature alignment between images and texts,
while Wang et al. [26] focus on the efficiency for the retrieval
acceleration. Multi-granularity image-text alignment models
by Niu et al. [27] and the adversarial matching approach
by Nikolaos et al. [28] further demonstrate the synergistic
effects between data at various levels of detail. The VGSG
method proposed by Ding et al. [29] achieves part-level feature
alignment through semantic grouping without the need for
additional pose alignment tools. Recent studies further refine
these approaches. Ergasti et al. [30] highlight the role of visual
attributes in text-based person search, while Tan et al. [31]
propose a saliency-guided patch transfer method to address
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Fig. 2. Overview of the proposed domain-agnostic pretraining on the synthetic dataset, i.e., MALS. (1) We initially design stylized image tasks involving
dynamic illumination, image blurring and adaptive memory, while we apply text augmentation to simulate the real-world natural language inputs. Then
augmented image-text pairs are fed into the encoders, and calculate the image-text contrastive loss (ITC) and image-text matching loss (ITM). (2) Subsequently,
guided by the meta-learning strategy, model parameters are optimized through gradient updates directed by the loss function, adapting to diverse task
requirements. The red dashed line represents the task-specific updates, reflecting the model’s rapid optimization in specific tasks (lines 6-10 in Alg.1). The
gray dashed line represents the fast update, which helps the model quickly adapt to new tasks by adjusting global parameters (line 14 in Alg.1). The black
line represents the slow update, ensuring gradual convergence through global optimization (line 17 in Alg.1).

occlusion in person re-identification. Zhang et al. [32] enhance
cross-modal generalization via middle modality alignment for
visible-infrared ReID, and Tan et al. [33] unify data augmen-
tation strategies for cross-spectral ReID. However, the above-
mentioned methods do not explicitly deal with the domain gap
between the pretraining and the target dataset. In this work,
we do not pursue the final performance but focus more on the
scalability of the pretrained model for different scenarios.

B. Domain-agnostic Pretraining.

In recent years, with the advancement of machine learning,
domain-agnosticism has become a research focus, particularly
in reducing a model’s dependency on specific domain knowl-
edge and enhancing its generalization capabilities [34]–[36].
This direction emphasizes developing models capable of learn-
ing data-related distortions during the pretraining phase. By
leveraging a range of data sources, these models can acquire
general features and patterns in pretraining, enabling rapid
adaptation to unseen domains or tasks [37], [38]. Some studies
align source domain features with target domain semantics
to regularize cross-domain representation learning [39], while
the domain-agnostic prompting approach proposed by [40]
leverages domain-invariant semantics by aligning visual and
textual embeddings. Recent studies have shown that large mul-
tilingual models enhance zero-shot multimodal learning across
languages [41], while prompt learning research has explored
the effect of uninformative class names on generalization [42].
In this study, we explore the use of domain-agnostic pretrain-
ing for text-to-image person retrieval and focus on multiple
cross-modality tasks to learn domain-invariant features.

C. Meta-learning

Meta-learning is widely used to improve generalization in
cross-modal learning, helping models quickly adapt to new
tasks with limited data. Its key strength lies in efficiently
learning new tasks using methods like MAML and Reptile,
enabling rapid adaptation with minimal data [43]–[45]. For
instance, Adaptive Uncertainty Learning (AUL) introduces an
uncertainty-aware matching mechanism that leverages meta-
learning to optimize cross-modal pairs, enhancing generaliza-
tion on complex datasets [46]. Meta-learning is effective in
data-scarce scenarios, enabling rapid adaptation and improved
performance [47]–[49]. Additionally, Meta-transfer Learning
(MTL) addresses domain adaptation by learning meta-feature
transformers that enhance adaptability to new domains, espe-
cially in unsupervised settings [50]. Meta-learning improves
task performance on modality tasks, particularly in handling
missing modalities [51]. Moreover, it has been applied to op-
timize multi-modal alignment, such as image-text alignment,
by dynamically adjusting sample weights to prioritize high-
quality samples, improving cross-modal alignment [52], [53].
Different from previous works, we introduce meta-learning for
domain-agnostic pretraining to minimize the domain gap while
facilitating domain-invariant feature learning.

III. DOMAIN-AGNOSTIC PRETRAINING

Overview. The objective of the domain-agnostic pretraining
framework is to mitigate the adverse effects of biases between
generated and real data on model training, thus enhancing
model performance in text-based person retrieval tasks. In this
section, we detail the proposed domain-agnostic pretraining
framework for text-based person retrieval, which is depicted
in Fig. 2. Firstly, we utilize the generated dataset MALS [14]
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Algorithm 1 Cross-modality meta-learning with adaptive
dual-speed updates
Require: Initial model parameters θ, two meta-learning rate

ϵslow, ϵfast, update cycle k, number of tasks N
Ensure: Trained model parameters θ′

1: Initialize fast parameters θ0 = θ
2: Initialize slow parameters θ′ = θ
3: for each meta-epoch do
4: for each cross-modality task Ti in {1, 2, ... , N} do
5: Initialize θi = θi−1

6: for each training iterations within Ti do
7: Sample augmented batch from Ti

8: Compute loss LTi(θi)
9: # Apply the sequential task-specific updates

10: Update task parameters θi
11: end for
12: end for
13: # Apply fast update to model parameters
14: Aggregate updates: θ0 ← θ0 + ϵfast

1
N

∑N
i=1(θi − θ0)

15: if meta-epoch % k == 0 then
16: # Apply slow update to model parameters
17: Apply slow update: θ′ ← θ′ + ϵslow(θ0 − θ′)
18: Set θ0 = θ′

19: end if
20: end for
21: return θ′

as our pretraining dataset, designing various tasks such as the
Dynamic Illumination Task, Image Blurring Task and Adaptive
Memory Task to simulate real-world data complexity. By
employing meta-learning strategies, the model is enabled to
identify and adapt to key variables across different cross-
modality tasks, thereby enhancing its generalization capabili-
ties across diverse data environments. Further, the cross-modal
meta-learning strategy uses these varied cross-modality tasks
to train the model, allowing fast adaptation to new cross-
modality tasks in a short time. In our context, this means
the model can learn from various types of data, discerning
which information is useful and which could potentially lead
to misguidedness. In this way, the model not only learns
solutions for specific tasks but also acquires learning skills
that can be transferred across different cross-modality tasks.
Lastly, to further improve the capability of the model for in-
depth exploration of individual tasks, we have introduced an
adaptive dual-speed strategy. This allows the model to rapidly
assimilate new knowledge while also deeply analyzing and
optimizing long-term learning content. Fast updates provide an
immediate response to new tasks, while slow updates ensure
that more stable and accurate knowledge is refined from these
responses, optimizing the long-term performance of the model.
The algorithm is summarized in Alg.1.

A. Stylization Tasks

To enhance generalization capabilities across various appli-
cation scenarios, a series of tasks have been designed that
simulate the complexity and diversity of real-world data.

Given the specifics of the dataset generation process, we
emphasized image style variations such as lighting, contrast,
and occlusion to train the model for diverse visual conditions.
In text processing, a range of text transformation techniques
have been utilized to simulate different image descriptions.
These techniques include synonym replacement, random in-
sertion, random deletion, and random swapping, creating an
enriched set of text descriptions. By altering the original text
probabilistically to mimic the annotation styles of different
experts, the ability to comprehend and match diverse styles
and expressions of text descriptions is improved.
Dynamic Illumination Task. Given images from the pre-
training dataset MALS, represented as I , we enhance the
image dataset Ia by dynamically adjusting the illumination
levels. Concurrently, with a certain probability, operations
such as random rotation and cropping are applied to alter the
visual representation of the images, simulating the appearance
of images under different viewing angles and environmental
illumination conditions.
Image Blurring Task. During the pretraining phase, we
introduced a blurring task by applying Gaussian blur with
varying intensities to the images in the set I , generating a
blurred image set Ib. This process simulates common image
quality issues, such as focus drift and motion blur. The goal
of this task is to improve the ability of model to recognize
images with partially missing or degraded visual information.

Ib(x, y) = I(x, y)⊙G(x, y;σ), (1)

where ⊙ is a convolution operation, G(x, y;σ) is a Gaussian

fuzzy kernel as G(x, y;σ) = 1
2πσ2 e

− x2+y2

2σ2 . σ is the standard
deviation of the Gaussian kernel, which is used to control the
intensity of the ambiguity. This operation not only challenges
the ability of model to recognize images with partial loss of
visual information but also simulates common image quality
issues caused by inaccurate camera focus or motion blur.
Adaptive Memory Task. In text-based task retrieval, data
augmentation methods [54], [55] such as rotation, flipping, or
color adjustment provide some performance improvements by
increasing data diversity. However, these static and predefined
methods struggle to adapt to subtle variations in real-world
scenarios. To address this issue, we introduce an Adaptive
Memory Task that utilizes a dynamic erroneous sample mem-
ory unit. The dynamic hard negative sample memory unit
takes images Ia and Ib produced by the Dynamic Illumination
Task and Image Blurring Task as image inputs, Ca and Cb as
textual caption inputs. It employs Mixup [56] and memory
bank [57] mechanisms to simulate data variability. Samples
from different tasks are dynamically integrated and updated to
generate erroneous sample pairs and output real-time adjusted
hard negatives. This enables the model to continually learn
from and adapt to new and unknown sample features.

Specifically, by linearly interpolating between original input
vectors Ia, Ib and their corresponding textual captions Ca, Cb,
new vectors Ĩ and new captions C̃ are created, merging
features from two different data samples to generate hard
negative sample pairs. The mixing ratio in the Mixup process
is controlled by the parameter λ, which follows a Beta distri-
bution, i.e., λ ∼ Beta(δ, δ), ensuring a balanced contribution of
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two sets of tasks during the mixing process. After undergoing
two types of augmentations tasks, we obtain two augmented
images and captions, Ia, Ib and Ca, Cb. The formulas for the
mix can be represented as:

Ĩ = λ · Ia + (1− λ) · Ib, C̃ = λ · Ca + (1− λ) · Cb. (2)

Therefore, we could define three typical tasks Ti. T1 consists
of Ia and C̃, while T2 is composed of Ib and C̃. T3 contains
both Ĩ and C̃.

B. Dynamic Error Sample Memory Unit

The memory unit mechanism plays a crucial role in storing
and dynamically updating historical information from previous
tasks, enabling the model to randomly sample erroneous
samples for replaying when learning new tasks. However, this
method requires substantial working memory, which is usu-
ally infeasible, particularly in text-based pedestrian retrieval
tasks where precise matching of images and corresponding
text descriptions is necessary. To address this challenge, we
focus specifically on identifying and replaying those error
samples that pose significant challenges to model performance
improvement, known as “hard negatives.” As shown in Fig. 2,
when introducing a new batch of hard negatives (e.g., Ĩ , C̃),
if the memory unit is not full, we directly add the embedding
of these new samples. If it is full, we first remove some of
the old hard negative samples from the unit and then add
the new samples in a queue format. This update strategy not
only ensures that the data in the memory unit is continuously
updated, maintaining its immediacy and relevance to the
training process, increasing the difficulty of the image-text
matching (ITM) [58] task, but also effectively reduces the
required storage space by discarding old samples that no
longer contribute to learning. Moreover, this approach en-
hances the ability of model to recognize fine-grained features
and classify intra-class variations, effectively simulating the
variety of changes encountered in natural environments. Albiet
simple, this strategy not only enriches the training batches
but also improves the generalization ability of model across
different scenarios, significantly enhancing its robustness and
consistency in historical tasks.

C. Cross-modality Meta-learning

In text-based person retrieval tasks, the model must simulta-
neously handle data from two distinct modalities: images and
text. This requires the model not only to capture information
from each individual modality but also to understand and
utilize the correlations between them. Therefore, we integrate
information from different modalities and employ a cross-
modality adaptive meta-learning approach, enabling the model
to quickly adapt to new tasks. Meta-learning [43], [44], [59]–
[61] has been proven to excel in rapid task adaptation, allowing
the model to adjust swiftly to new challenges through simple
SGD [62] updates. Considering that the model will undergo
fine-tuning on new tasks using a gradient-based approach, our
learning objective is to enable rapid adaptation to new tasks
based on the extraction of internal features, while avoiding

over-fitting. This approach ensures rapid progress on new
tasks while maintaining generalization capabilities. Specifi-
cally, multiple meta-learning epochs are conducted, with each
epoch consisting of several tasks. For each cross-modality
task Ti, we initialize the task-specific parameters to the last
parameters θi = θi−1. When i = 0, we set θ0 as the initial
model parameter θ. Then, θi are updated through iterations of
gradient descent of the cross-modality task Ti as:

θi = θi − η∇LTi
(θi), (3)

where ∇LTi(θi) is the gradient of the loss function LTi with
respect to the parameters θi for task Ti, and η is the learning
rate used for each cross-modality task. Upon completion of
all tasks, the model aggregates these updates to obtain fast
parameters θ0 as follows:

θ0 = θ0 + ϵfast
1

N

N∑
i=1

(θi − θ0), (4)

where ϵfast is the fast meta-learning rate to aggregate task
updates, and N is the number of tasks.

D. Adaptive Dual-Speed Update

To effectively implement cross-modality adaptive meta-
learning and optimize performance in neural networks, sub-
stantial effort is often required to adjust hyperparameters.
Particularly in the detailed exploration of independent tasks,
to more precisely master the nuances of each task, we have
adopted an adaptive dual-speed update strategy. During the fast
update phase, the model iterates swiftly by exploring potential
search directions. Subsequently, based on the data provided
by these fast iterations, the slow update phase integrates this
information to optimize and confirm the final direction of
model, resulting in a more robust and efficient optimization
process. Specifically, at the beginning of model training, we
duplicate the model parameters, creating two sets: one for fast
updates (denoted as θ0), and another for slow updates (denoted
as θ′), with the initial parameters set as θ. For individual tasks
in meta-learning, we use θi for regular training optimization.
However, after every k iterations of task training, the slow
parameters θ′ is updated using linear interpolation between θ0
and θ′. The rule for fast updates θ0 is presented in Equation 4.
Following this, the slow updates are made based on the state
after k task iterations. The slow update rule is as follows:

θ′ = θ′ + ϵslow(θ0 − θ′), (5)

where ϵslow is the slow meta-learning rate to control the impact
of fast updates on the parameters of the model, confirm the
final update direction of model.

IV. EXPERIMENT

In this section, we provide a detailed description of the exper-
imental part, which is divided into three main subsections:
experimental setup, comparison with competitive methods,
and discussion. We begin by introducing three large-scale
image-text retrieval datasets, CUHK-PEDES, ICFG-PEDES
and RSTPReid, followed by the evaluation metrics, and then
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TABLE I
PERFORMANCE COMPARISON ON CUHK-PEDES. BASELINE
(PRETRAINED): THE SAME MODEL ARCHITECTURE AS CAMEL,

PRE-TRAINED ON THE SAME DATASET, BUT WITHOUT THE
INCORPORATION OF ST, CMML, AND ADSU. BASELINE (FINETUNED):

THE BASELINE MODEL (PRETRAINED) FURTHER FINE-TUNED ON THE
TARGET DATASET. CAMEL (PRETRAINED): THE PRE-TRAINED MODEL
APPLIED DIRECTLY TO THE TARGET DATASET WITHOUT FINE-TUNING.
CAMEL (FINETUNED): THE CAMEL (PRETRAINED) MODEL FURTHER
FINE-TUNED ON THE TARGET DATASET. †: ONLY REPORTS THE NUMBER

OF TRAINABLE PARAMETER.

Method #Parameter R1 R5 R10 mAP

Dual Path [64] - 44.40 66.26 75.07 -
CMPM+CMPC [65] - 49.37 - 79.21 -
MIA [27] - 53.10 75.00 82.90 -
A-GANet [66] - 53.14 74.03 81.95 -
ViTAA [67] 177M 55.97 75.84 83.52 51.60
IMG-Net [68] - 56.48 76.89 85.01 -
CMAAM [69] - 56.68 77.18 84.86 -
HGAN [70] - 59.00 79.49 86.62 -
NAFS [71] 189M 59.94 79.86 86.70 54.07
DSSL [21] - 59.98 80.41 87.56 -
MGEL [72] - 60.27 80.01 86.74 -
SSAN [20] - 61.37 80.15 86.73 -
NAFS [71] 189M 61.50 81.19 87.51 -
TBPS [73] 43M 61.65 80.98 86.78 -
TIPCB [74] 185M 63.63 82.82 89.01 -
LBUL [52] - 64.04 82.66 87.22 -
CAIBC [75] - 64.43 82.87 88.37 -
AXM-Net [76] - 64.44 80.52 86.77 58.73
SRCF [77] - 64.88 83.02 88.56 -
LGUR [22] - 65.25 83.12 89.00 -
CFine [78] - 69.57 85.93 91.15 -
PLIP-RN50 [79] - 69.23 85.84 91.16 -
IRRA [3] 194M 73.38 89.93 93.71 66.13
TBPS-CLIP [80] 149M 73.54 88.19 92.35 65.38
RDE [81] 153M 75.94 90.63 94.12 67.56
RaSa [23] 210M 76.51 90.29 94.25 69.38
APTM [14] 214M 76.53 90.04 94.15 66.91
WoRA [82] 127M† 76.38 89.72 93.49 67.22

Baseline (Pretrained) 145M 15.97 30.90 40.22 14.77
Baseline (Finetuned) 145M 74.58 88.97 93.63 65.56
CAMeL (Pretrained) 145M 25.26 44.04 52.62 22.52
CAMeL (Finetuned) 145M 77.24 91.80 95.16 68.32

detail the implementation specifics. The comparison with
competitive methods and thoughts on the experimental study
will be discussed in Sections IV-B and IV-C, respectively.

A. Experimental Setup

Datasets. We evaluated our method on three challenging
text-to-image person retrieval datasets. CUHK-PEDES [5]
contains 40,206 images and 80,412 descriptions corresponding
to 13,003 identities, with splits of 11,003 for training, 1,000
for validation, and 1,000 for testing. RSTPReid [21] is created
by compiling MSMT-17 [63] data, includes 20,505 images and
41,010 descriptions for 4,101 individuals, divided into 3,701
identities for training and 400 for testing. ICFG-PEDES [20]
is also derived from MSMT-17 and consists of 54,522 images
and descriptions for 4,102 identities, with 3,102 identities for
training and 1,000 for testing.
Evaluation Metrics. To comprehensively evaluate the effec-
tiveness of our proposed model, following previous practices,
we adopted Recall@K (where K is 1, 5, 10) as our primary
evaluation metric. This metric reflects the ability of the model

to successfully identify the target image of the people among
the top k most relevant image candidates upon receiving a
specific text query. Furthermore, as a supplement to assess the
overall retrieval performance of a model, we also introduced
the mAP as an evaluation metric. Within this evaluation
framework, higher values of Recall@K and mAP indicate
superior model performance.
Implementation Details. Our model comprises three en-
coders: an image encoder initialized with 12 layers of SG-
Former [83], a text encoder initialized with the first 6 layers
of BERT [84], and a cross encoder initialized with the last
6 layers of BERT. For image augmentation, we employed
adaptive techniques such as RandAugment [55], using random
horizontal flipping, random erasing, and random cropping,
with all images resized to 224×224 pixels. For text aug-
mentation, the probabilities for synonym replacement, random
insertion, swapping, and deletion were set at 10% for each
token. The maximum text sequence length was set to 56,
with an embedding dimension of 256. The hyperparameter
λ = np.random.beta(δ, δ) with δ = 1. The Baseline (Pre-
trained) model is trained solely on the synthetic dataset MALS
without any fine-tuning on the target dataset, whereas the
Baseline (Fine-tuned) model undergoes additional training on
the target dataset to better adapt to its distribution. Notably,
the augmentation strategies are consistently applied across all
experiments to ensure comparability.

Model training proceeds in two phases: pretraining and
fine-tuning. During pretraining, we train for 32 epochs on
four NVIDIA A6000 GPUs, with a batch size of 80. We use
AdamW [85] as the optimizer, with an initial learning rate of
1e-4 using linear decay and a weight decay of 0.01. Following
pretraining, the model undergoes fine-tuning on downstream
datasets for 30 epochs, with each session lasting around five
hours. During the first 10 epochs, the focus is on stylized tasks
to enhance data understanding, while the remaining 20 epochs
transition into a stable optimization phase, where the learning
rate is fixed at 2e-4 for task-specific fine-tuning. A slow update
is applied after completing every six cross-modality tasks.
Additionally, every 3 epochs, we capture a snapshot of the
model’s weight parameters and incorporate it into the stochas-
tic weight averaging process [86], balancing generalization
and adaptability across cross-modality tasks. We clarify that
the model fine-tuning process takes approximately 5 hours.
Moreover, the inference time per text query of ours is 5.6ms,
validating efficiency comparable to the APTM method.

B. Comparison with Competitive Methods

We compare our method with state-of-the-art text-based per-
son retrieval models on CUHK-PEDES, ICFG-PEDES, and
RSTPReid datasets, as detailed in Tables I, II, and III. Our
proposed model consistently outperforms existing methods
across all three datasets, achieving a competitive recall rate
while significantly reducing the number of computational
parameters.

On CUHK-PEDES, our method achieves a Recall@1 of
77.24%, Recall@5 of 91.80%, and Recall@10 of 95.16%,
with an mAP of 68.32%. In contrast, the second-best method,
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TABLE II
PERFORMANCE COMPARISON ON RSTPREID.

Method #Parameter R1 R5 R10 mAP

DSSL [21] - 32.43 55.08 63.19 -
LBUL [52] - 45.55 68.20 77.85 -
IVT [87] - 46.70 70.00 78.80 -
CAIBC [75] - 47.35 69.55 79.00 -
CFine [78] - 50.55 72.50 81.60 -
IRRA [3] 194M 60.20 81.30 88.20 47.17
TBPS-CLIP [80] 149M 61.96 83.55 88.75 48.26
RDE [81] 153M 65.35 83.95 89.9 50.88
RaSa [23] 210M 66.90 86.50 91.35 52.31
APTM [14] 214M 67.50 85.70 91.45 52.56
WoRA [82] 127M† 66.85 86.45 91.10 52.49

Baseline (Pretrained) 145M 20.90 43.60 54.80 15.50
Baseline (Finetuned) 145M 67.15 86.80 91.95 52.93
CAMeL (Pretrained) 145M 26.60 50.00 60.40 20.51
CAMeL (Finetuned) 145M 68.50 87.40 92.70 53.61

APTM, records a Recall@1 of 76.53% and an mAP of
66.91%. The consistent improvement, particularly a 0.71%
increase in Recall@1, highlights our model’s ability to better
align fine-grained textual descriptions with image represen-
tations. This improvement is attributed to the introduction
of cross-modality adaptive meta-learning (CAMeL), which
not only enhances generalization across diverse data environ-
ments, but also significantly reduces computational complexity
through more efficient parameter utilization. Notably, despite
the significant reduction in parameters, our model achieves
approximately a 5% improvement in every performance metric
compared to the TBPS-CLIP model with a similar number of
parameters on the CUHK-PEDES dataset, and maintains the
same level of improvement across other datasets. This vali-
dates that our model delivers excellent performance without
increasing computational overhead.

For RSTPReid, which focuses on person re-identification
across real-world surveillance scenarios with challenging oc-
clusions and viewpoint variations, our method validates an av-
erage improvement of 1.25% across key metrics. Importantly,
our model’s ability to handle difficult conditions in occluded
or partially visible scenes is a direct result of the dynamic
error sample memory unit, which improves robustness in such
scenarios.

On ICFG-PEDES, our method achieves a Recall@1 of
68.70% and an mAP of 41.58%, outperforming the previous
best model in all metrics. The robust performance on this
dataset further validates the capability of our adaptive dual-
speed update (ADSU) strategy to balance fast adaptation with
stable, long-term learning, ensuring our model’s competi-
tiveness in cross-modal person retrieval tasks. These results
validate the effectiveness of our method, not only setting
new benchmarks but also demonstrating its robustness and
adaptability across diverse real-world scenarios. The proposed
approach consistently outperforms state-of-the-art methods, al-
lowing it to generalize effectively even in challenging settings.

C. Ablation Studies and Further Discussion

Effectiveness of Domain-agnostic Pretraining. We design
two sets of ablation studies: the first Baseline (Pretrained)

TABLE III
PERFORMANCE COMPARISON ON ICFG-PEDES.

Method #Parameter R1 R5 R10 mAP

Dual Path [64] - 38.99 59.44 68.41 -
MIA [27] - 46.49 67.14 75.18 -
ViTAA [67] - 50.98 68.79 75.78 -
SSAN [20] - 54.23 72.63 79.53 -
IVT [87] - 56.04 73.60 80.22 -
LGUR [22] - 59.02 75.32 81.56 -
CFine [78] - 60.83 76.55 82.42 -
IRRA [3] 194M 63.46 80.25 85.82 38.06
TBPS-CLIP [80] 149M 65.05 80.34 85.47 39.83
RDE [81] 153M 67.68 82.47 87.36 40.06
RaSa [23] 210M 65.28 80.40 85.12 41.29
APTM [14] 214M 68.51 82.99 87.56 41.22
WoRA [82] 127M† 68.35 83.10 87.53 42.60

Baseline (Pretrained) 145M 11.81 25.28 32.99 3.57
Baseline (Finetuned) 145M 66.40 81.49 86.73 39.55
CAMeL (Pretrained) 145M 17.50 33.03 41.04 6.06
CAMeL (Finetuned) 145M 68.70 83.11 88.32 41.58

Fig. 3. Qualitative comparison of text-to-image retrieval results between Ours
(CAMeL) and the Baseline on the benchmark datasets, with results ordered by
similarity from highest to lowest, left to right. Correct matches are highlighted
with a green frame, while incorrect matches are marked in red. The green-
highlighted text emphasizes the details accurately captured by our approach.

indicates the same model structure with the same pretraining
dataset and involves no fine-tuning and directly evaluation on
the target tasks; the second acting as CAMeL (Pretrained),
which also involves no fine-tuning and directly evaluation
on the target tasks. All experiments are carried out under
the same dataset and task settings to ensure fairness and
comparability of the results. As shown in Table I, models that
undergo domain-agnostic pretraining significantly outperform
Baseline on all evaluation metrics, underscoring the necessity
of domain-agnostic pretraining. Models that do not undergo
effective domain-agnostic learning not only perform poorly
during the pretraining phase but also negatively impact the
results of subsequent fine-tuning. Fig. 3 presents a comparison
of retrieval results between our method (CAMeL) and the
baseline on the benchmark datasets.
Effectiveness of Stylization Tasks. Considering the impor-
tance of pretraining, our experimental approach is based on the
Baseline. We have conducted several quantitative experiments
to validate the effectiveness of our stylized tasks (ST), as
shown in Table IV. By comparing the performance on the
Baseline with and without ST, we find that simulating the
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TABLE IV
ABLATION STUDY ON EACH COMPONENT OF CAMEL ON THREE BENCHMARK DATASETS. TO MINIMIZE THE IMPACT OF EXPERIMENTAL

RANDOMNESS ON OUR RESEARCH CONTRIBUTIONS, WE EMPLOYED A METHOD OF AVERAGING THE RESULTS FROM TEN TRIALS TO PRESENT OUR
RESULTS. BASELINE INDICATES PRETRAINING AND FINE-TUNING WITH THE SAME DATASET AND MODEL STRUCTURE, BUT NOT EMPLOYING THE

PROPOSED CAMEL; ST: STYLIZATION TASKS; ADSU: ADAPTIVE DUAL-SPEED UPDATE; CMML: CROSS-MODAL META-LEARNING.

No. Methods Components CUHK-PEDES RSTPReid ICFG-PEDES
ST ADSU CMML R1 R5 R10 mAP R1 R5 R10 mAP R1 R5 R10 mAP

1 Baseline 74.58 88.97 93.63 65.56 67.15 85.80 91.25 52.93 66.40 81.49 86.73 39.55
2 +ST ✓ 75.05 89.86 94.12 66.00 67.50 86.50 91.95 53.14 67.18 81.85 86.90 39.87
3 +ADSU ✓ ✓ 75.42 90.29 94.19 66.53 67.95 86.90 92.05 52.91 67.64 82.33 87.21 40.56
4 +CMML ✓ ✓ 76.33 90.58 94.61 67.50 68.30 87.00 92.40 53.43 68.01 82.54 87.59 40.80

5 CAMeL ✓ ✓ ✓ 77.24 91.80 95.16 68.32 68.50 87.40 92.70 53.61 68.70 83.11 88.32 41.58

Fig. 4. Ablation Study on the memory capacity in our CAMeL. We apply
5%, 10%, 20%, 30%, 50% and 100% data pairs to pre-train, and then report
the fine-tuned performance on CUHK-PEDES dataset. The percentage refers
to the current capacity relative to the sample size extracted for dynamic
illumination and blurring tasks.

complexity and diversity of real-world data through ST bene-
ficially influences the learning of model parameters, leading to
superior results across three benchmark datasets. Furthermore,
to deepen our understanding of the impact of sample library
size in adaptive memory tasks, we carry out a series of
ablation experiments with sample library sizes ranging from
5% to 100% of the current sample batch. The results indicate
that optimal model performance is achieved when the sample
library size reaches 50%, as shown in Fig. 4. This is likely
because a smaller sample library usually does not adequately
cover the diversity of tasks, whereas a larger library introduces
redundant information, increasing learning complexity and
noise, thereby affecting the model’s generalization ability.
By optimizing the size of the sample library, we improve
the model adaptability to complex scenarios while avoiding
overfitting, ensuring the stability and efficiency of the model
across various tasks. Moreover, we further investigate the
effect of task scheduling in the proposed meta-learning strat-
egy. In our implementation, the model follows a fixed task
order: it first performs the Dynamic Illumination Task, then
the Image Blurring Task, and finally the Adaptive Memory
Task. As shown in Tab. V results across three benchmark
datasets show that the task order has negligible impact on
final performance. This observation can be explained by the
pronounced domain gap between real and synthetic data, as
discussed in the Introduction. The three tasks are explicitly de-
signed to simulate key domain characteristics such as lighting
conditions, color consistency, and resolution. Their diversity
and complementarity reduce sensitivity to task order, ensuring

TABLE V
ABLATION STUDY OF TASKS ORDER ON THE THREE BENCHMARK

DATASETS. FIXED(NOW): FIXED ORDER. RANDOM: RANDOM ORDER.

CUHK-PEDES R1 R5 R10 mAP
Fixed (Now) 77.24 91.80 95.16 68.32

Random 77.26 (+0.02) 91.54 (-0.26) 95.50 (+0.34) 68.46 (+0.14)
ICFG-PEDES R1 R5 R10 mAP
Fixed (Now) 68.70 83.11 88.32 41.58

Random 68.46 (-0.24) 83.27 (+0.16) 88.06 (-0.26) 41.31 (-0.27)
RSTPReid R1 R5 R10 mAP

Fixed (Now) 68.50 87.40 92.70 53.61
Random 68.40 (-0.1) 86.95 (-0.45) 92.55 (-0.15) 53.27 (-0.34)

TABLE VI
ABLATION STUDY OF HYPERPARAMETER K ON THE RSTPREID

DATASETS.

RSTPReid R1 R5 R10 mAP
k=3 68.20 (-0.30) 86.95 (-0.45) 92.00 (-0.70) 52.76 (-0.85)

k=6 (Now) 68.50 87.40 92.70 53.61
k=15 68.50 (-0.00) 86.35 (-1.05) 91.50 (-1.20) 52.54 (-1.07)
k=30 67.75 (-0.75) 87.00 (-0.40) 92.00 (-0.70) 53.16 (-0.45)

robust generalization across varied data distributions.
Effectiveness of Adaptive Dual-Speed Update. To more
precisely master the details of individual tasks, we introduce
Adaptive Dual-Speed Update (ADSU). As shown in Table IV,
we establish control groups by comparing the sole use of ST
with the addition of ADSU across three benchmark datasets,
all of which demonstrate superior outcomes. This confirms the
effectiveness of the dual-speed update strategy in enhancing
the adaptability and stability of the model. Additionally, we
explore the impact of various combinations of fast and slow
update steps on model performance. We find that setting the
update frequency to perform a slow update every six iterations
for the three stylized tasks, coupled with a smoothing factor
of 0.5, achieves optimal performance. As shown in Tab. VI,
ablation studies on the RSTPReid dataset further validate the
effectiveness of this configuration. When k = 6, the model
achieves optimal results in Recall@1, Recall@5, Recall@10
and mAP, reaching 53.61% mAP and 68.50% Recall@1. In
contrast, significantly smaller or larger k values disrupt the
balance between fast and slow updates, thereby degrading
overall performance. This allows the model to rapidly respond
to the learning needs of new tasks while maintaining suffi-
cient information accumulation, ensuring that slow updates
can proceed after a more comprehensive evaluation of the
accumulated learning outcomes.

To further validate the generalization capability of ADSU,
we conduct experiments on a cross-modal geo-localization
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Fig. 5. An example of person retrieval results based on text with randomly
masking words is depicted. The retrieved images are arranged from left to
right in descending order from R1 to R5. The results validate that increasing
the number of deleted words does not impact the precision of our retrieval,
confirming the robustness of the CAMeL. The top image-text pair represents
the original retrieval result. Green boxes indicate correct matches, while
images in red boxes represent incorrect matches.

task under diverse weather conditions. This task involves
two settings: drone-to-satellite and satellite-to-drone. Specif-
ically, we apply ADSU to a dual-branch neural network and
evaluate it on three datasets: University-1652 [88], SUES-
200 [89], and CVUSA [90]. In the drone-to-satellite task,
the ADSU-enhanced method achieves Recall@1 scores of
66.88%, 55.07%, and 76.26% on these datasets, respectively,
outperforming state-of-the-art methods, which score 65.15%,
52.02%, and 75.00%. Notably, under extreme weather con-
ditions such as dark+rain, ADSU demonstrates a 6% im-
provement. Similar improvements are observed in terms of
Average Precision (AP). Consistent performance gains are also
observed in the satellite-to-drone task, further underscoring
the robustness of ADSU in viewpoint alignment tasks. These
results highlight the significant performance improvements
that ADSU achieves, particularly under challenging weather
conditions, and validate its effectiveness and robustness in
cross-modal localization tasks.
Effectiveness of Cross-Modality Meta-Learning. To prevent
model overfitting to specific types of tasks during training,
which would impede effective learning of image features, we
incorporate Cross-Modal Meta-Learning (CMML) as the core
of our training strategy. As shown in Table IV, we establish
control groups using Stylization Tasks (ST) alone and compare
them with experiments that include CMML. On the CUHK-
PEDES dataset, we achieve improvements of 1.28%, 0.72%,
0.49%, and 1.50% on Recall@1, 5, 10, and mAP, respectively.
Similar results are observed on the RSTPReid and ICFG-
PEDES datasets, as shown in Table IV. This highlights the role
of CMML in facilitating better alignment between textual and
visual data, which is crucial for fine-grained person retrieval.
To ensure the fairness and robustness of the training pipeline,
we further investigate the impact of pretraining and fine-tuning
epochs on model performance. In our setting, the model is
pretrained for 32 epochs on the synthetic dataset MALS to
learn transferable representations, followed by 30 epochs of
fine-tuning on each target dataset to balance generalization
and domain-specific adaptation. To validate the effectiveness
of this configuration, we conduct additional experiments by ex-
tending the fine-tuning epochs to 40, 50, and 60. Results show
that prolonged fine-tuning does not lead to performance gains
and instead introduces overfitting. Notably, on the CUHK-
PEDES dataset, mAP and Recall@1 drop from 68.32% to

Fig. 6. We assess model performance on the three benchmark datasets by
randomly masking words from image annotations and comparing performance
before and after deletion. The graph shows Ours (CAMeL) in blue and the
APTM* in orange. We could observe that the proposed method is more robust
against the ill-posed sentence queries (e.g., missing some words).

66.35% and from 77.24% to 75.48%, respectively. These
findings confirm the rationality of the 32 epoch pretraining and
30 epoch fine-tuning configuration, which consistently yields
optimal performance across datasets.
Robustness against Ill-formed Text Query. Our pre-trained
model validates exceptional robustness and generalization ca-
pabilities in downstream text-based person retrieval tasks, even
with incomplete text queries. After fine-tuning the CAMeL on
the CUHK-PEDES dataset, we evaluate its performance by
randomly masking 0 to 5 keywords in text queries with the
special token [UNK]. As shown in Fig. 5, despite the removal
of crucial information such as “clothing,” “color,” and “style,”
the model consistently maintains high retrieval accuracy. For
example, the model accurately retrieves the image of a woman,
even when the word “color” is omitted from the description.
Similarly, although the deletion of words like “shirt” and
“pants” in the description of the man in the second row leads
to one incorrect retrieval, the model still aligned well with
the remaining text, illustrating its robustness. Furthermore, we
compare our model against the APTM across three datasets
using the same word masking technique. As shown in Fig. 6,
the gap in Recall@1 between our model and APTM increases
significantly, from an initial difference of 1.15% to 3.98% on
the CUHK-PEDES dataset, with our model also demonstrating
more stable performance across the remaining datasets. This
uniform enhancement confirms that our model exhibits signif-
icantly less fluctuation in Recall@1 with each additional word
masking, proving its superior robustness compared to APTM
across varied datasets.
Attention Comparison. In Fig. 7, several visual comparisons
between the APTM and Ours are presented. Specifically,
we utilize the Grad-CAM algorithm [91] to extract attention
maps from the models, where each attention map shows the
association between the query annotation and the retrieved
full-body image of a person. It is evident that the model trained
with our method has more focused and consistent attention
on each attribute-related word, particularly on attributes such
as “grey dress shirt” and “light blue jeans”, where the atten-
tion accurately covers the corresponding objects. Furthermore,
our training strategy allows the model to generate attention
maps that more clearly focus on the correct attributes. For
instance, in the “headphones” and “black backpack” attributes,
our model exhibits more uniform and reasonable attention
distribution compared to the baseline model. In contrast, the
APTM model produces irrelevant attention noise in certain
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Fig. 7. Visual comparison of cross attention maps generated by the
APTM [14] and Ours (CAMeL) using Grad-CAM [91]. We could observe
that the regions highlighted by the proposed methodology exhibit significant
alignment with the keywords used in the query sentences, indicating effective
matching performance.

Fig. 8. Comparative attention maps with varying queries for the same person.

image regions, with more scattered attention distribution. Ad-
ditionally, it is worth noting that even when there are multiple
targets present in the image, our training strategy effectively
avoids interference from other targets, ensuring that the model
can accurately find and focus on the described target. These
qualitative results further validate the effectiveness of our
proposed training strategy in cross-modal tasks, as it enhances
the precise association between text and images, which is
crucial for text-based person retrieval tasks.

As shown in Fig 8, the model has effectively captured the
pedestrian and their clothing features, aligning well with the
textual descriptions. Differences in viewpoint or descriptive
emphasis lead to slight shifts in attention, occasionally focus-
ing on background areas. Although the overall performance
remains stable, there is still room for improvement—such as
further enhancing multi-view robustness, refining text-image
alignment, and suppressing irrelevant background in complex
scenarios—to achieve more precise feature localization under
higher precision and more diverse conditions.
Zero-shot Learning. To further validate the generalization
capability of the CAMeL, we perform zero-shot experiments
on three datasets: CUHK-PEDES [5], RSTPReid [21] and
ICFG-PEDES [20]. Without any fine-tuning, we directly test
the pre-trained model on the target dataset under identical
parameter settings. As shown in Table I, II, and III, our
model demonstrates superior generalization ability, achieving
improvements in Recall@1, Recall@5, and Recall@10. These
results underscore the robustness of the CAMeL strategy
employed during pretraining, enabling the model to perform

TABLE VII
COMPARISON WITH OTHER PRETRAINED METHOD. WE ADOPT

CUHK-PEDES (DENOTED AS C), ICFG-PEDES (DENOTED AS I) AND
RSTPREID (DENOTED AS R) AS THE SOURCE DOMAIN AND THE TARGET
DOMAIN IN TURN. R@K IS RECALL@K (HIGHER IS BETTER). APTM*:

WE RE-IMPLEMENT APTM [14].

Method R1 R5 R10

C→I

Dual Path [64] 15.41 29.80 38.19
MIA [27] 19.35 36.78 46.42

SSAN [20] 24.72 43.43 53.01
LGUR [22] 34.25 52.58 60.85
VGSG [29] 35.85 55.04 63.61

APTM* [14] 48.57 67.06 74.02
Ours 49.18 67.58 74.63

I→C

Dual Path [64] 7.63 17.14 23.52
MIA [27] 10.93 23.77 32.39

SSAN [20] 16.68 33.84 43.00
LGUR [22] 25.44 44.48 54.39
VGSG [29] 27.17 47.77 57.27

APTM* [14] 46.52 67.53 76.27
Ours 70.66 87.09 91.91

I→R APTM* 54.75 77.45 83.90
Ours 60.15 80.15 87.15

R→I APTM* 43.11 58.79 65.89
Ours 46.34 62.88 69.81

well on unseen datasets without the need for domain-specific
fine-tuning. This suggests that the CAMeL approach effec-
tively enhances the model’s initial performance, improving its
capacity to generalize across different tasks and domains.
Domain Migration. We also conduct domain adaptation ex-
periments to further evaluate the robustness of model. Specif-
ically, the CAMeL fine-tuned on CUHK-PEDES is applied
to the ICFG-PEDES dataset. Since both ICFG-PEDES and
RSTPReid are derived from the same pretraining dataset,
focusing on the CUHK-PEDES to ICFG-PEDES migration
ensures a meaningful and challenging domain shift, while
also avoiding redundancy from testing two closely related
datasets. As shown in Table VII, the model demonstrates stable
performance on ICFG-PEDES, validating its ability to adapt to
new but related domains. Additionally, we perform a reverse
domain migration by fine-tuning the model on RSTPReid and
testing it on CUHK-PEDES. This experiment allows us to
examine the generalization of model capability when moving
from a more controlled surveillance dataset to one with more
diverse and varied visual characteristics. The results, as shown
in Table VII, reveal that our model maintains competitive
performance, illustrating its robustness in adapting to cross-
domain variations without extensive re-training. Lastly, we
conduct migration experiments between ICFG-PEDES and
RSTPReid. Testing these migrations provides additional in-
sights into the model’s fine-grained domain adaptation capa-
bilities. The results further support the generalization of model
strength across datasets that are both related and distinct in
their own ways.

V. CONCLUSION

In this paper, we introduce a domain-agnostic pretraining
framework that integrates stylized tasks, cross-modality meta-
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learning, and an adaptive dual-speed strategy to mitigate
the negative impact of bias in generated data on model
generalization capabilities. By designing stylized tasks, our
data better simulates the diversity and complexity of the
real world. With the aid of cross-modal meta-learning, we
achieve effective integration of information across different
tasks, thereby enhancing the generalizability of model. Fur-
thermore, the adaptive dual-speed update strategy delves into
the specifics of each task, allowing the model to fast absorb
new knowledge while meticulously optimizing the long-term
learning process. Experimental results verify that our approach
achieves competitive recall rates on the three benchmark
datasets. This validates the effectiveness of our proposed
pretraining strategy in complex environments. In the future,
we plan to explore mechanisms based on erroneous samples
to enhance model accuracy. We will probe deeper into the
feature representation of erroneous samples. By dynamically
identifying and reintegrating these samples, we aim to improve
adaptability in challenging scenarios.
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