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Self-supervised Point Cloud Representation
Learning via Separating Mixed Shapes
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Abstract—The manual annotation for large-scale point clouds
costs a lot of time and is usually unavailable in harsh real-
world scenarios. Inspired by the great success of the pre-training
and fine-tuning paradigm in both vision and language tasks, we
argue that pre-training is one potential solution for obtaining a
scalable model to 3D point cloud downstream tasks as well. In
this paper, we, therefore, explore a new self-supervised learning
method, called Mixing and Disentangling (MD), for 3D point
cloud representation learning. As the name implies, we mix two
input shapes and demand the model learning to separate the
inputs from the mixed shape. We leverage this reconstruction
task as the pretext optimization objective for self-supervised
learning. There are two primary advantages: 1) Compared to
prevailing image datasets, e.g., ImageNet, point cloud datasets
are de facto small. The mixing process can provide a much
larger online training sample pool. 2) On the other hand, the
disentangling process motivates the model to mine the geometric
prior knowledge, e.g., key points. To verify the effectiveness of the
proposed pretext task, we build one baseline network, which is
composed of one encoder and one decoder. During pre-training,
we mix two original shapes and obtain the geometry-aware
embedding from the encoder, then an instance-adaptive decoder
is applied to recover the original shapes from the embedding.
Albeit simple, the pre-trained encoder can capture the key points
of an unseen point cloud and surpasses the encoder trained
from scratch on downstream tasks. The proposed method has
improved the empirical performance on both ModelNet-40 and
ShapeNet-Part datasets in terms of point cloud classification
and segmentation tasks. We further conduct ablation studies to
explore the effect of each component and verify the generalization
of our proposed strategy by harnessing different backbones.

Index Terms—Point cloud, Pre-training, Self-supervised learn-
ing, Graph Neural Network, Representation learning.

I. INTRODUCTION

OINT clouds, as one perception of the 3D world, have

wide applications, e.g., autonomous driving [2]-[4] and
virtual reality [5]. With recent developments of deep learn-
ing technology, deep learning-based approaches [6]-[9] on
point cloud processing gradually surpass traditional statistical
processing methods [5], [10]. However, these deeply-learned
models are data-hungry. Although the point cloud data can be
collected by laser sensors and other equipment, the point-wise
point cloud annotation still costs a lot of human resources and

Chao Sun, Xiaohan Wang and Yi Yang are with School of Computer
Science, Zhejiang University, Zhejiang, China. E-mail: c¢_sun@zju.edu.cn,
xiaohan.wang @zju.edu.cn, yangyics @zju.edu.cn

Zhedong Zheng is with Sea-NEXT joint lab, School of Computing, National
University of Singapore, Singapore 118404. E-mail: zdzheng@nus.edu.sg

Mingliang Xu is with Zhengzhou University, 100 Kexue Ave, Zhongyuan
District, Zhengzhou, Henan, China. Email: iexumingliang @zzu.edu.cn

This work is supported by National Key R&D Program of China
(No.2020AAA0108800) and Fundamental Research Funds for the Central
Universities (No. 226-2022-00087).

Plane Cap Car Chair Lamp Laptop Table

§ q

Plane

Cap |

Car ? ! , e B
Chair 2 1 "
Lamp & , !

Laptop

Table

Fig. 1. Visualized results of mixed point clouds. We select seven types of
point clouds from ShapeNet-Part [1]. Each row and column corresponds to
the original point clouds and the intersection corresponds to the mixed point
cloud. M denotes the number of samples in the training set. In theory, we
can generate O (M x M) different point clouds by sampling various cloud
pairs, resulting in a much larger online generated training sample pool.

unaffordable expenses [1], [11]-[13]. In this work, we argue
that pre-training is one potential way to relieve data limitation.
We are inspired by successes in image recognition, where the
pre-training model on ImageNet can efficiently adapt to vari-
ous computer vision tasks, including image segmentation [14]—
[17] and image retrieval [18]-[22]. We also note that pre-
training on point cloud is still under-explored. To fill this
gap, in this work, we resort to model pre-training via self-
supervised learning to reduce the demand for annotated data.

Most existing works [23], [24] focus on designing pretext
tasks by exploring the spatial characteristics of the single point
cloud, which does not solve the problem of data limitation
in current open-source datasets [!], [I1]. To address this
limitation, we introduce a simple solution Mixing to combine
two point clouds as a new mixed point cloud. Benefiting
from the batch training of deeply-learned models, each point
cloud can be mixed with a large number of point clouds
during the whole training process to enlarge the training data
pool. The proposed approach is memory and resource-efficient,
which can directly process point clouds in a single pass.
Compared with texture, which is important in 2D images,
shape information is critical for point cloud representation.
The human can easily figure out the two 3D models, i.e.,
chair and airplane, in mixed point clouds, according to the
prior knowledge of shape (see Fig. 1). Inspired by the work on
2D clothes changing [25], we propose a novel self-supervised
task, Mixing and Disentangling (MD) for point clouds. As






