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§ Training	data	is	one	of	the	keys	to	deep	learning.		
How	to	generate	more	high-fidelity	images from	
the	original	data?	How to better	make	use	of	the	
generated	images	for	training?	

§ Image	generation	and	discriminative	learning	are	
highly-related.	Can	we	mutually	benefit	the	
discriminative	and	generative	learning	tasks?	

§ Given	N images,	we	can	
generate	NxN high-fidelity	
images	for	training	and	
therefore	let	the	model	see	
more	realistic	variants to	
boost	re-id	learning.	

§ We	end-to-end	couple	
image	generation	and	re-id	
learning	in	a	single	unified	
network.	

§ Define two spaces for pedestrian images

§ Overview of DG-Net

§ Generative evaluations

Discriminative Generative

Comparison of the generated and real images on 
Market-1501 across different methods.

§ Objectives
self-identity generation

cross-identity generation

discriminative learning

Comparison of the generated images by our full
model, removing online feeding (w/o feed), and
further removing identity supervision (w/o id).

§ Discriminative evaluations

Example of image generation by linear interpolation
between two appearance codes.

Example of success and failure cases.

Comparison of the baseline and learned features.

Comparison with the state-of-the-arts on MSMT17. Comparison with the state-of-the-arts on Market and Duke.


